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Abstract In heterogeneous and dynamic environments, efficient execution of parallel com-
putations can require mappings of tasks to processors with performance that is
both irregular and time varying. We propose a conservative scheduling policy
that uses information about expected future variance in resource capabilities to
produce more efficient data mapping decisions.
We first present two techniques to estimate future load and variance, one

based on normal distributions and another using tendency-based prediction meth-
odologies. We then present a family of stochastic scheduling algorithms that
exploit such predictions when making data mapping decisions. We describe ex-
periments in which we apply our techniques to an astrophysics application. The
results of these experiments demonstrate that conservative scheduling can pro-
duce execution times that are significantly faster and less variable than other
techniques.

1. INTRODUCTION

Clusters of PCs or workstations have become a common platform for paral-
lel computing. Applications on these platforms must coordinate the execution
of concurrent tasks on nodes whose performance is both irregular and time
varying because of the presence of other applications sharing the resources. To
achieve good performance, application developers use performance models to
predict the behavior of possible task and data allocations and to assist select-
ing a performance-efficient application execution strategy. Such models need
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to accurately represent the dynamic performance variation of the application
on the underlying resources in a manner that allows the scheduler to adapt
application execution to the current system state, which means adapting to both
the irregular (heterogeneous) nature of the resources and their time-varying
behaviors.
We present a conservative scheduling technique that uses the predicted mean

and variance of CPU capacity to make data mapping decisions. The basic idea
is straightforward: We seek to allocate more work to systems that we expect to
deliver the most computation, where this is defined from the viewpoint of the
application. We often see that a resource with a larger capacity will also show
a higher variance in performance and therefore will more strongly influence
the execution time of an application than will a machine with less variance.
Also, we keep in mind that a cluster may be homogeneous in machine type but
quite heterogeneous in performance because of different underlying loads on
the various resources.
Our conservative scheduling technique uses a conservative load prediction,

equal to a prediction of the resource capacity over the future time interval of the
application added to the predicted variance of the machine, in order to deter-
mine the proper data mapping, as opposed to just using a prediction of capacity
as do many other approaches. This technique addresses both the dynamic and
heterogeneous nature of shared resources.
We proceed in two steps. First, we define two techniques to predict future

load and variance over a time interval, one based on using a normal distribu-
tion, the other using a tendency-based prediction technique defined in [YFS03].
Then, we use stochastic scheduling algorithms [SB99] that are parameterized
by these predicted means and variances to make data distribution decisions.
The result is an approach that exploits predicted variance in performance in-
formation to define a time-balancing scheduling strategy that improves appli-
cation execution time.
We evaluate the effectiveness of this conservative scheduling technique by

applying it to a particular class of applications, namely, loosely synchronous,
iterative, data-parallel computations. Such applications are characterized by
a single set of operations that is repeated many times, with a loose synchro-
nization step between iterations [FJL 88, FWM94]. We present experiments
conducted using Cactus [ABH 99, AAF 01], a loosely synchronous iterative
computational astrophysics application. Our results demonstrate that we can
achieve significant improvements in both mean execution time and the vari-
ance of those execution times over multiple runs in heterogeneous, dynamic
environments.
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2. RELATEDWORK
Many researchers [Dai01, FB96, KDB02, WZ98] have explored the use

of time balancing or load balancing models to reduce application execution
time in heterogeneous environments. However, their work has typically as-
sumed that resource performance is constant or slowly changing and thus does
not take later variance into account. For example, Dail [Dai01] and Liu et
al. [LYFA02] use the 10-second-ahead predicted CPU information provided
by the Network Weather Service (NWS)( [Wol98, WSH99a], also described in
Chapter ??) to guide scheduling decisions. While this one-step-ahead predic-
tion at a time point is often a good estimate for the next 10 seconds, it is less
effective in predicting the available CPU the application will encounter during
a longer execution. Dinda et al. built a Running Time Advisor (RTA) [Din02]
that predicts the running time of applications 1 to 30 seconds into the future
based on a multistep-ahead CPU load prediction.
Dome [ABL 95]i and Mars [GR96] support dynamic workload balancing

through migration and make the application adaptive to the dynamic environ-
ment at runtime. But the implementation of such adaptive strategies can be
complex and is not feasible for all applications.
In other work [SB99] we define the basic concept of stochastic values and

their use in making scheduling decisions. This chapter extends that work to
address the use of additional prediction techniques that originally predicted
only one step ahead using a tendency-based approach [YFS03]. We define a
time-balancing scheduling strategy based on a prediction of the next interval
of time and a prediction of the variance (standard deviation) to counteract the
problems seen with a one-step-ahead approach. Our technique achieves faster
and less variable application execution time.

3. PROBLEM STATEMENT
Efficient execution in a distributed system can require, in the general case,

mechanisms for the discovery of available resources, the selection of an applica-
tion-appropriate subset of those resources, and the mapping of data or tasks
onto selected resources. In this chapter we assume that the target set of re-
sources is fixed, and we focus on the data mapping problem for data parallel
applications.
We do not assume that the resources in this resource set have identical

or even fixed capabilities in that they have identical underlying CPU loads.
Within this context, our goal is to achieve data assignments that balance load
between processors so that each processor finishes executing at roughly the
same time, thereby minimizing execution time. This form of load balancing is
also known as time balancing.
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Time balancing is generally accomplished by solving a set of equations,
such as the following, to determine the data assignments:

(1.1)

where

is the amount of data assigned to processor ;

is the total amount of data for the application;

is the execution time of task on processor and is generally pa-
rameterized by the amount of data on that processor, . It can be cal-
culated by using a performance model of the application. For example,
a simple application might have the following performance model:

(1.2)

Note that the performance of an application can be affected by the future
capacity of both the network bandwidth behavior and the CPU availability.
In order to proceed, we need mechanisms for: (a) obtaining some mea-

sure of future capability and (b) translating this measure into an effective re-
source capability that is then used to guide data mapping. As we discuss below,
two measures of future resource capability are important: the expected value
and the expected variance in that value. One approach to obtaining these two
measures is to negotiate a service level agreement (SLA) with the resource
owner under which the owner would contract to provide the specified capabil-
ity [CFK 02]. Or, we can use observed historical data to generate a prediction
for future behavior [Din02, SB99, SFT98, VS02, WSH99b, YFS03]. We focus
in this chapter on the latter approach and present two techniques for predicting
the future capability: using normal distributions and using a predicted aggre-
gation. However, we emphasize that our results on topic (b) above are also
applicable in the SLA-negotiation case.

4. PREDICTING LOAD AND VARIANCE
The Network Weather Service (NWS) [Wol98] provides predicted CPU

information one measurement (generally about 10 seconds) ahead based on
a time series of earlier CPU load information. Some previous scheduling
work [Dai01, LYFA02] uses this one-step-ahead predicted CPU information
as the future CPU capability in the performance model. For better data dis-
tribution and scheduling, however, what is really needed is an estimate of the
average CPU load an application will experience during execution, rather than
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Figure 1.1. The interrelated influence among tasks of a synchronous iterative application.

the CPU information at a single future point in time. One measurement is
simply not enough data for most applications.
In loosely synchronous iterative applications, tasks communicate between

iterations, and the next iteration on a given resource cannot begin until the com-
munication phase to that resource has been finished, as shown in Figure 1.1.
Thus, a slower machine not only will take longer to run its own task but will
also increase the execution time of the other tasks with which it communicates–
and ultimately the execution time of the entire job. In Figure 1.1, the data was
evenly divided among the resources, but M1 has a large variance in execution
time. If M1 were running in isolation, it would complete the overall work in
the same amount of time as M2 or M3. Because of its large variation, how-
ever,however, it is slow to communicate to M2 at the end of the second itera-
tion, in turn delaying the task on M2 at the third computation step (in black),
and hence delaying the task on M3 at the fourth computation step. Thus, the
total job is delayed. It is this wave of delayed behavior caused by variance in
the resource capability that we seek to avoid with our scheduling approach.
In the next subsections, we address two ways to more accurately predict

longer-range load behavior: using a normal distribution and extending a one-
step-ahead load prediction developed in previous work [YFS03]

4.1 Normal Distribution Predictions
Performance models are often parameterized by values that represent sys-

tem or application characteristics. In dedicated, or single-user, settings it is
often sufficient to represent these characteristics by a single value, or point
value. For example, we may represent bandwidth as 7 Mbits/second. However,
point values are often inaccurate or insufficient representations for character-
istics that change over time. For example, rather than a constant valuation of
7 Mbits/second, bandwidth may actually vary from 5 to 9 Mbits/second. One
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way to represent this variable behavior is to use a stochastic value, or distribu-
tion.
By parameterizing models with stochastic information, the resulting predic-

tion is also a stochastic value. Stochastic-valued predictions provide valuable
additional information that can be supplied to a scheduler and used to improve
the overall performance of distributed parallel applications. Stochastic val-
ues can be represented in a variety of way—as distributions [SB98], as inter-
vals [SB99], and as histograms [Sch99]. In this chapter we assume that we can
adequately represent stochastic values using normal distributions. Normal dis-
tributions, also called Gaussian distributions, are representative of large collec-
tions of random variables. As such, many real phenomena in computer systems
generate distributions that are close to normal distributions [Adv93, AV93].
A normal distribution can be defined by the formula

(1.3)

for parameters , the mean, which gives the center of the range of the distri-
bution, and , the standard deviation, which describes the variability in the
distribution and gives a range around the mean. Normal distributions are sym-
metric and bell shaped and have the property that the range defined by the
mean plus and minus two standard deviations captures approximately 95% of
the values of the distribution.
Figure 1.2 shows a histogram of runtimes for an SOR benchmark on a single

workstation with no other users present, and the normal distribution based on
the data mean, , and standard deviation, . Distributions can be represented
graphically in two common ways: by the probability density function (PDF), as
shown on the left in Figure 1.2, which graphs values against their probabilities,
similar to a histogram, and by the cumulative distribution function (CDF), as
shown on the right in Figure 1.2, which illustrates the probability that a point
in the range is less than or equal to a particular value.
In the following subsections we describe the necessary compositional arith-

metic to use normal distributions in predictive models; in Sections 4.1.2
and 4.1.3 we discuss alternatives to consider when the assumption of a nor-
mal distribution is too far from the actual distribution of the stochastic value.

4.1.1 Arithmetic Operations over Normal Distributions

In order for prediction models to use stochastic values, we need to provide
a way to combine stochastic values arithmetically. In this subsection we define
common arithmetic interaction operators for stochastic values represented by
normal distributions by taking advantage of the fact that normal distributions
are closed under linear combinations [LM86].
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Figure 1.2. Graphs showing the PDF and CDF of SOR benchmark with normal distribution
based on data mean and standard deviation.

For each arithmetic operation, we define a rule for combining stochastic
values based on standard statistical error propagation methods [Bar78]. In the
following, we assume that point values are represented by and all stochastic
values are of the form ( ) and represent normal distributions, where
is the mean and is the standard deviation.
When combining two stochastic values, two cases must be considered: cor-

related and uncorrelated distributions. Two distributions are correlated when
there is an association between them, that is, they jointly vary in a similar man-
ner [DP96a]. More formally, correlation is the degree to which two or more
attributes, or measurements, on the same group of elements show a tendency
to vary together. For example, when network traffic is heavy, available band-
width tends to be low, and latency tends to be high. When network traffic is
light, available bandwidth tends to be high, and latency tends to be low. We
say that the distributions of latency and bandwidth are correlated in this case.
When two stochastic values are uncorrelated, they do not jointly vary in a

similar manner. This case may occur when the time between measurements of
a single quantity is large or when the two stochastic values represent distinct
characteristics. For example, available CPU on two machines not running any
applications in common may be uncorrelated.
Table 1.1 summarizes the arithmetic operations between a stochastic value

and a point value, two stochastic values from correlated distributions, and two
stochastic values from uncorrelated distributions.
Note that the product of stochastic values with normal distributions does

not itself have a normal distribution. Rather, it is long-tailed. In many cir-
cumstances, we can approximate the long-tailed distribution with a normal
distribution and ignore the tail, as discussed below in Section 4.1.2.
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Table 1.1. Arithmetic combinations of a stochastic value with a point value and with other
stochastic values [Bar78].

Addition Multiplication

Point Value and
Stochastic Value

Stochastic

Values with

Correlated (

Distributions

Stochastic

Values with

Uncorrelated

Distributions

4.1.2 Using Normal Distributions to Represent Nonnormal
Stochastic Model Parameters

In this section, we provide examples of stochastic parameters that are not
normal but can often be adequately represented by normal distributions.
Not all system characteristics can be accurately represented by normal dis-

tributions. Figure 1.3 shows the PDF and CDF for bandwidth data between two
workstations over 10 Mbit Ethernet. This is a typical graph of a long-tailed dis-
tribution; that is, the data has a threshold value and varies monotonically from
that point, generally with the median value several points below (or above) the
threshold. A similarly shaped distribution, shown in Figure 1.4 on the left, may
be found in data resulting from dedicated runs of a nondeterministic distributed
genetic algorithm code.
Neither of these distributions is normal; however, it may be adequate to

approximate them by using normal distributions. Normal distributions are a
good substitution for long-tailed model parameters only when inaccuracy in the
predictions generated by the structural model can be tolerated by the scheduler,
performance model, or other mechanism that uses the data.
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Figure 1.3. Graphs showing the PDF and CDF for bandwidth between two workstations over
10 Mbit Ethernet with long-tailed distribution and corresponding normal distribution.
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Figure 1.4. Two examples of nonnormal distribution behavior: a histogram of a nondetermin-
istic application on the left; Available CPU on a production workstation on the right.

Alternatively, some model parameters are best represented by multimodal
distributions. One characterization of the general shape of a distribution is the
number of peaks, or modes. A distribution is said to be unimodal if it has a
single peak, bimodal if it has two peaks, and multimodal if it has more than
two peaks. Figure 1.4 on the left shows a histogram of available CPU data for
an Ultra Sparc workstation running Solaris taken over 12 hours using vmstat.
The Unix tool vmstat reports the exact CPU activity at a given time, in terms
of the processes in the run queue, the blocked processes, and the swapped
processes as a snapshot of the system every seconds (where for our trace,
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= 5). For this distribution, the majority of the data lies in three modes: a mode
centered at 0.94, a mode centered at 0.49, and a mode centered at 0.33.
For this data, the modes are most likely an artifact of the scheduling al-

gorithm of the operating system. Most Unix-based operating systems use a
round-robin algorithm to schedule CPU bound processes: When a single pro-
cess is running, it receives all of the CPU; when two processes are running,
each uses approximately half of the CPU; when there are three, each gets a
third; and so forth. This is the phenomenon exhibited in Figure 1.4.
To represent a modal parameter using a normal distribution, we need to

know whether values represented by the parameter remain within a single
mode during the timeframe of interest. If the values of the parameter remain
within a single mode (i.e. if they exhibit temporal locality), we can approxi-
mate the available CPU as a normal distribution based on the data mean and
standard deviation of the appropriate mode without excessive loss of informa-
tion. An example of this (from a 24-hour trace of CPU loads) is shown as a
time series in Figure 1.5 on the left.
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Figure 1.5. Two time series showing temporal locality (on the left) and nontemporal locality
(on the right) for CPU data.

If the values of the parameter change modes frequently or unpredictably,
we say that that the data exhibits temporal nonlocality. An example of this,
taken from the same 24-hour CPU trace as before, is shown as a time series in
Figure 1.5 on the right. In this case, some way of deriving a prediction must be
devised that takes into account the fluctuation of the parameter data between
multiple modes.
A brute-force approach to representing multimodal data would be to sim-

ply ignore the multimodality of the data and represent the stochastic value as
a normal distribution based on the mean and standard deviation of the data
as a whole. This approximation is, however, unlikely to capture the relevant
behavior characteristics of the data with any accuracy. Because of the multi-
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modal behavior, a mode with a small variance in actuality may end up being
represented by a normal distribution with a large variance (and a large standard
deviation). If this brute-force method were used for the data in Figure 1.5, the
mean would be 0.66 and the standard deviation would be 0.24.
An alternative approach is to calculate an aggregate mean and aggregate

standard deviation for the value based on the mean and standard deviation for
each mode. Let ( ) represent the mean and the standard deviation for
the data in mode . We define the aggregate mean (AM) and the aggregate
standard deviation (ASD) of a multimodal distribution by

(1.4)

(1.5)

where is the percentage of data in mode . Since we represent each individ-
ual mode in term of a normal distribution, ( ) will also have a normal
distribution. For the data in Figure 1.5, = 0.68 and = 0.031.
Note that using the aggregate mean and the aggregate standard deviation is

an attempt to define a normal distribution that is somehow close to the mul-
timodal distribution. Determining whether two distributions are close is itself
an interesting problem that we discuss briefly in the subsection below.

4.1.3 When Is a Distribution Close to Normal?

In the preceding subsections, we made a key assumption that the values in
the distribution were close to (could be adequately represented by) normal dis-
tributions. To define “close,” we can consider several methods for determining
the similarity between a given data set and the normal distribution represented
by its data mean and its data standard deviation.
One common measurement of goodness of fit is the chi-squared ( ) tech-

nique [DP96b]. This is a quantitative measure of the extent to which observed
counts differ from the expected counts over a given range, called a cell. The
value for is the sum of a goodness of fit for all quantities

observed cell count - expected cell count
expected cell count

(1.6)

for the observed data and the expected data resulting from the normal distribu-
tion. The value of the statistic reflects the magnitude of the discrepancies
between observed and expected cell counts: a larger value indicates larger dis-
crepancies.
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Another metric of closeness in the literature is called 1-distance between
PDF’s [MLH95], where

(1.7)

for function for the data and for the normal distribution based on the data
mean and standard deviation. This corresponds to a maximal error between the
functions.
For both of these metrics, a user or scheduler would need to determine a

threshold for closeness acceptable for their purposes.
If we approximate nonnormal data using a normal distribution, there may

be several effects. When the distribution of a stochastic value is represented by
a normal distribution but is not actually normal, arithmetic operations might
exclude values that they should not. By performing arithmetic on the mean
and standard deviation, we are able to use optimistic formulas for uncorrelated
values in order to narrow the range that is considered in the final prediction.
If the distributions of stochastic values were actually long-tailed, for example,
this might cut off values from the tail in an unacceptable way.
Normal distributions are closed under linear combinations [LM86], but gen-

eral distributions are not. If we use arithmetic rules defined for normal distri-
butions on nonnormal data, we have no information about the distribution of
the result. Further, it may not be possible to ascertain the distribution of a
stochastic value, or the distribution may not be sufficiently close to normal. In
such cases, other representations must be used. In the next section, we explore
an alternative for representing stochastic values using an aggregated prediction
technique.

4.2 Aggregate Predictions
In this section we describe how a time series predictor can be extended to

obtain three types of predicted CPU load information: the next step predicted
CPU load at a future time point (Section 4.2.1); the average interval CPU load
for some future time interval (Section 4.2.2); and the variation of CPU load
over some future time interval (Section 4.2.3).

4.2.1 One-Step-Ahead CPU Load Prediction

The tendency-based time series predictor developed in our previous work
can provide one-step-ahead CPU load prediction based on history CPU load



Conservative Scheduling 13

// Determine Tendency
if ((V_(T-1) - V_T )<0)

Tendency="Increase";
else if ((V_T - V_(T-1)))<0)

Tendency="Decrease";
if (Tendency="Increase") then

PT+1 = V_T + IncrementConstant;
IncrementConstant adaptation process

else if (Tendency="Decrease") then
PT+1 = V_T - V_T*DecrementFactor;
DecrementFactor adaptation process

Figure 1.6. Psuedo-code for Tendency algorithm.

information [YFS03]. This predictor has been demonstrated to be more ac-
curate than other predictors for CPU load data. It achieves prediction errors
that are between 2% and 55% less (36% less on average) than those incurred
by the predictors used within the NWS on a set of 38 machines load traces.
The algorithm predicts the next value according to the tendency of the time
series change assuming that if the current value increases, the next value will
also increase and that if the current value decreases, the next value will also
decrease.
Given the preceding history data measured at a constant-width time inter-

val, our mixed tendency-based time series predictor uses the algorithm in Fig-
ure 1.6, where is the measured value at the measurement and
is the predicted value for measurement value .
We find that a mixed-variation (that is, different behavior for the increment

from that of the decrement) experimentally performed best. The Increment-
Constant is set initially to 0.1, and the DecrementFactor is set to 0.01. At
each time step, we measure the real data ( ) and calculate the difference
between the current measured value and the last measured value ( ) to deter-
mine the real increment (decrement) we should have used in the last prediction
in order to get the actual value. We adapt the value of the increment (decre-
ment) value accordingly and use the adapted IncrementConstant (or Decre-
mentFactor) to predict the next data point.
Using this time series predictor to predict the CPU load in the next step, we

treat the measured preceding CPU load time series as the input to the predictor.
The predictor’s output is the predicted CPU load at the next step, . So
if the time series is the CPU load time series measured at
constant-width time interval and is used as input to the predictor, the result is
the predicted value for the measurement value .
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4.2.2 Interval Load Prediction

Instead of predicting one step ahead, we want to be able to predict the CPU
load over the time interval during which an application will run. Since the CPU
load time series exhibits a high degree of self-similarity [Din99], averaging
values over successively larger time scales will not produce time series that are
dramatically smoother. Thus, to calculate the predicted average CPU load an
application will encounter during its execution, we need to first aggregate the
original CPU load time series into an interval CPU load time series, then run
predictors on this new interval time series to estimate its future value.
Aggregation, as defined here, consists of converting the original CPU load

time series into an interval CPU load time series by combining successive data
over a nonoverlapping larger time scale. The aggregation degree, , is the
number of original data points used to calculate the average value over the time
interval. This value is determined by the resolution of the original time series
and the execution time of the applications, and need be only approximate.
For example, the resolution of the original time series is 0.1 Hz, or measured

every 10 seconds, and if the estimated application execution time is about 100
seconds, the aggregation degree M can be calculated by

(1.8)
Hence, the aggregation degree is 10. In other words, 10 data points from the

original time series are needed to calculate one aggregated value over 100 sec-
onds. The process of aggregation consists of translating the incoming time se-
ries, ( ), into the aggregated time series, ( ),
such that

(1.9)

for i for . Each value in the interval CPU load time series
is the average CPU load over the time interval that is approximately equal

to the application execution time.
After the aggregated time series is created, the second step of our interval

load prediction involves using the one-step-ahead predictor on the aggregated
time series to predict the mean interval CPU load. So the aggregated time
series is fed into the one-step-ahead predictor, resulting in , the pre-
dicted value of , which is approximately equal to the average CPU load
the application will encounter during execution.
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4.2.3 Load Variance Prediction

To predict the variation of CPU load, for which we use standard deviation,
during the execution of an application, we need to calculate the standard de-
viation time series using the original CPU load time series C and the interval
CPU load time series A (defined in the preceding section).
Assuming the original CPU load time series is , the inter-

val load time series is , and an aggregation degree of , we
can calculate the standard deviation CPU load time series :

(1.10)

for .
Each value in standard deviation time series is the average difference

between the CPU load and the mean CPU load over the interval.
To predict the standard deviation of the CPU load, we use the one-step-

ahead predictor on the standard deviation time series. The output will
be the predicted value of , or the predicted CPU load variation for the next
time interval.

5. APPLICATION SCHEDULING
Our goal is to improve data mapping in order to reduce total application exe-

cution time despite resource contention. To this end, we use the time-balancing
scheduling algorithm described in Section 3, parameterized with an estimate
of future resource capability.

5.1 Cactus Application
We apply our scheduling algorithms in the context of Cactus, a simulation of

a 3D scalar field produced by two orbiting astrophysical sources. The solution
is found by finite differencing a hyperbolic partial differential equation for the
scalar field. This application decomposes the 3D scalar field over processors
and places an overlap region on each processor. For each time step, each pro-
cessor updates its local grid point and then synchronizes the boundary values.
It is an iterative, loosely synchronous application, as described in Section 4.
We use a one-dimensional decomposition to partition the workload in our ex-
periments. The full performance model for Cactus is described in [LYFA02],
but in summary it is

effective CPU load (1.11)
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and , the computation time of per data point and communi-
cation time of the Cactus application in the absence of contention, can be calcu-
lated by formulas described in [RIF01]. We incur a startup time when initiating
computation on multiple processors in a workstation cluster that was experi-
mentally measured and fixed. The function slowdown(effective CPU load),
which represents the contention effect on the execution time of the application,
can be calculated by using the formula described in [LYFA02].
The performance of the application is greatly influenced by the actual CPU

performance achieved in the presence of contention from other competing ap-
plications. The communication time is less significant when running on a local
area network, but for wide-area network experiments this factor would also be
parameterized by a capacity measure.
Thus, our problem is to determine the value of CPU load to be used to

evaluate the slowdown caused by contention. We call this value the effective
CPU load and equate it to the average CPU load the application will experience
during its execution.

5.2 Scheduling Approaches
As shown in Figure 1, variations in CPU load during task execution can also

influence the execution time of the job because of interrelationships among
tasks. We define a conservative scheduling technique that always allocates less
work to highly varying machines. For the purpose of comparison, we define
the effective CPU load in a variety of ways, each giving us a slightly differ-
ent scheduling policy. We define five policies to compare in the experimental
section:

One-step scheduling (OSS): Use the one-step-ahead prediction of the
CPU load, as described in Sections 4.2.1, for the effective CPU load.

Predicted mean interval scheduling (PMIS): Use the interval load pre-
diction, described in Section 4.2.2, for the effective CPU load.

Conservative scheduling (CS): Use the conservative load prediction, e-
qual to the interval load prediction (defined in Section 4.2.2) added to
a measure of the predicted variance (defined in Section 4.2.3) for the
effective CPU load. That is, effective CPU load= .

History mean scheduling (HMS): Use the mean of the history CPU load
for the 5 minutes preceding the application start time for the value for
effective CPU load. This approximates the estimates used in several
common scheduling approaches [TSC00, WZ98].

History conservative scheduling (HCS): Use the conservative estimate
CPU load defined by using the normal distribution stochastic value de-
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fined in Section 4.1. In practice, this works out to adding the mean and
variance of the history CPU load collected for 5 minutes preceding the
application run as the effective CPU load.

6. EXPERIMENTS
To validate our work, we conducted experiments on workstation clusters at

the University of Illinois at Champaign-Urbana (UIUC) and the University of
California, San Diego (UCSD), which are part of the GrADS testbed [BCC 01]

6.1 Experimental Methodology
We compared the execution times of the Cactus application with the five

scheduling policies described in Section 5: one-step scheduling (OSS), pre-
dicted mean interval scheduling (PMIS), conservative scheduling (CS), history
mean scheduling (HMS), and history conservative scheduling (HCS).
At UIUC, we used a cluster of four Linux machines, each with a 450 MHz

CPU; at UCSD, we used a cluster of six Linux machines, four machines with
a 1733 MHz CPU, one with a 700 MHz CPU, and one with a 705 MHz CPU.
All machines were dedicated during experiments.
To evaluate the different scheduling polices under identical workloads, we

used a load trace playback tool [DO00] to generate a background workload
from a trace of the CPU load that results in realistic and repeatable CPU con-
tention behavior. We chose nine load time series available from [Yan03]. These
are all traces of actual machines, which we characterize by their mean and
standard deviation. We used 100 minutes of each trace, at a granularity of 0.1
Hz. The statistic properties of these CPU load traces are shown in Table 1.2.
Note that even though some machines have the same speed, the performance
that they deliver to the application varied that they each experienced different
background loads.

Table 1.2. The mean and standard deviation of 9 CPU load traces.

CPU Load Trace Name Machine Name Mean SD
LL1 abyss 0.12 (L) 0.16 (L)
LL2 axp7 0.02 (L) 0.06 (L)
LH1 vatos 0.22 (L) 0.31 (H)
LH2 axp1 0.14 (L) 0.29 (H)
HL1 mystere 1.85 (H) 0.14 (L)
HL2 pitcairn 1.19 (H) 0.12 (L)
HH axp0 1.07 (H) 0.48 (H)
HH2 axp10 1.18 (H) 0.31 (H)
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6.2 Experimental Results
Results from four representative experiments are shown in Figures 1.7–1.10.

A summary of the testbeds and the CPU load traces used for the experiments
is given in Table 1.3.
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Figure 1.7. Comparison of the history mean, history conservative, one-step, predicted mean
interval and conservative scheduling policies on the UIUC cluster with two low-variance ma-
chines (one with a low mean and the other with a high mean) and two high-variance machines
(one with a low mean, the other with a high mean).
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Figure 1.8. Comparison of the history mean, history conservative, one-step, predicted mean
interval and conservative scheduling policies on the UIUC cluster with two low-variance ma-
chines and two high-variance machines (all with a low mean).

Table 1.3. CPU load traces used for each experiment.

Experiments Testbed CPU Load Traces
Fig. 1.7 UIUC LL1, LH1, HL1, HH1
Fig. 1.8 UIUC LL1, LL2, LH1, LH2
Fig. 1.9 UCSD LL1, LL2, LH1, LH2, HL1, HL2
Fig. 1.10 UCSD LH1, LH2, HL1, HL2, HH1, HH2
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Figure 1.9. Comparison of the history mean, history conservative, one-step, predicted mean
interval and conservative scheduling policies on the UCSD cluster with four low-variance ma-
chines (one with a lowmeans and two with a high means) and two high-variance machines (with
low means).
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Figure 1.10. Comparison of the history mean, history conservative, one-step, predicted mean
interval and conservative scheduling policies on the UCSD cluster with two low-variance ma-
chines (all with high means) and four high-variance machines (two with a low mean, two with
a high mean).

To compare these policies, we used two metrics: an absolute comparison of
run times and a relative measure of achievement. The first metric involves an
average mean and an average standard deviation for the set of runtimes of each
scheduling policy as a whole, as shown in Table 1.4. This metric gives a rough
valuation on the performance of each scheduling policy over a given inter-
val of time. Over the entire run, the conservative scheduling policy exhibited
2%–7% less overall execution time than history mean and history conserva-
tive scheduling policies, by using better information prediction, and 1.2%–7%
less overall execution time than did the one-step and predicted mean interval
scheduling policies. We also see that taking variation information into account
in the scheduling policy results in more predictable application behavior: The
history conservative scheduling policy exhibited 9%–29% less standard devia-
tion of execution time than did the history mean. The conservative scheduling
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Table 1.4. Average mean and average standard deviation for entire set of runs for each schedul-
ing policy.

Exp. HMS HCS OSS PMIS CS
Mean SD Mean SD Mean SD Mean SD Mean SD

Fig. 1.7 36.2 3.7 36.1 2. 6 37.0 4.2 35.4 3.2 34.3 2.4
Fig. 1.8 34.1 3.1 33.3 2.8 33.2 2.7 33.0 3.4 31.9 2.7
Fig. 1.9 38.0 3.8 37.6 3.0 37.8 3.5 37.6 3.8 36.8 3.1
Fig. 1.10 58.2 9.1 55.7 8.1 57.7 7.2 57.0 8.0 54.2 6.1

policy exhibited 1.5%–41% less standard deviation in execution time than the
one-step scheduling policy and 20%–41% less standard deviation of execution
time than the predicted mean interval scheduling policy.
The second metric we used, Compare, is a relative metric that evaluates how

often each run achieves a minimal execution time. We consider a scheduling
policy to be better than others if it exhibits a lower execution time than another
policy on a given run. Five possibilities exist: best (best execution time among
the five policies), good (better than three policies but worse than one), average
(better than two policies and worse than two), poor (better than one policy but
worse than three), and worst (worst execution time of all five policies).
These results are given in Table 1.5, with the largest value in each case

shown in boldface. The results indicate that conservative scheduling using
predicted mean and variation information is more likely to have a best or good
execution time than the other approached on both clusters. This fact indicates
that taking account of the average and variation CPU information during the
period of application running in the scheduling policy can significantly im-
prove the application’s performance.
To summarize our results: independent of the loads and CPU capabilities

considered on our testbed, the conservative scheduling policy based on our
tendency-based prediction strategy with mixed variation achieved better results
than the other policies considered. It was both the best policy in more situations
under all load conditions on both clusters, and the policy that resulted in the
shortest execution time and the smallest variation in execution time.

7. CONCLUSIONS AND FUTUREWORK
We have proposed a conservative scheduling policy able to achieve efficient

execution of data-parallel applications even in heterogeneous and dynamic en-
vironments. This policy uses information about the expected mean and vari-
ance of future resource capabilities to define data mappings appropriate for
dynamic resources. Intuitively, the use of variance information is appealing
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Table 1.5. Summary statistics using Compare to evaluate five scheduling policies.

Experiment Policy Best Good Avg Poor Worst
Fig. 1.7 HMS 2 2 7 3 6

HCS 1 4 6 6 3
OSS 5 5 0 2 8
PMIS 6 2 3 7 2
CS 6 7 4 2 1

Fig. 1.8 HMS 2 2 5 5 6
HCS 2 3 4 6 5
OSS 4 2 5 3 6
PMIS 1 8 3 5 3
CS 11 5 3 1 0

Fig. 1.9 HMS 4 3 5 4 4
HCS 4 3 7 4 2
OSS 1 1 4 4 10
PMIS 1 10 0 6 3
CS 10 3 4 2 1

Fig. 1.10 HMS 2 2 5 7 4
HCS 4 3 6 5 2
OSS 0 3 6 5 6
PMIS 4 8 1 1 6
CS 10 4 2 2 2

because it provides a measure of resource reliability. Our results suggest that
this intuition is valid.
Our work comprises two distinct components. First, we show how to obtain

predictions of expected mean and variance information. Then we show how in-
formation about expected future mean and variance (as obtained, for example,
from our predictions) can be used to guide data mapping decisions. In brief,
we assign less work to less reliable (higher variance) resources, thus protecting
ourselves against the larger contending load spikes that we can expect on those
systems. We apply our prediction techniques and scheduling policy to a sub-
stantial astrophysics application. Our results demonstrate that our techniques
can obtain better execution times and more predictable application behavior
than previous methods that focused on predicted means alone. While the per-
formance improvements obtained are modest, they are obtained consistently
and with no modifications to the application beyond those required to support
nonuniform data distributions.
We are interested in extending this work to other dynamic system informa-

tion, such as network status. Another direction for further study is a more
sophisticated scheduling policy that may better suit other particular environ-
ments and applications.
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